Handout 9a
Chapter 13: Simple Linear Regression
Linear Functions
Linear functions are straight-line upward or downward sloping functions. A linear function has one independent variable (x) and a dependent variable (y). 
The format of a linear equation is 
where  is called the slope of the function. If  then the function is upward sloping and if  the function is downward sloping. 
To sketch a linear function, you need to identify three things:
1. slope 
2. y-intercept: the value of y when x is equal to 0 
3. x-intercept: the value of x when y is equal to 0
Join the x-intercept and y-intercept with an extended straight line. That will be your linear function. 
Example: Sketch the following linear functions

A non-linear function is one where the relationship between the independent variable (x) and the dependent variable (y) cannot be represented by an upward/downward sloping straight line. 
Some common non-linear functions are the quadratic, cubic, exponential and logarithmic functions.
[image: ]
Scatter diagram: The scatter diagram or scatterplot graphs pairs of numerical data, with one variable on each axis, to look for a relationship between them.
The local ice cream shop keeps track of how much ice cream they sell versus the noon temperature on that day. Here are their figures for the last 12 days:
[image: ]
From the scatterplot graph, it is easy to see that the relationship between temperature (x) and sales (y) is positive. 
Suppose we now want to use an upward-sloping linear function to represent the relationship between temperature (x) and sales (y). This linear function is called a regression line. 
[image: ]
Regression analysis is a statistical process for estimating the relationships among variables by applying a suitable function to represent that relationship. A regression model with only one independent variable is called a Simple Regression. A regression model that represents a straight-line relationship between the independent and dependent variables is called a Simple Linear Regression. A regression model with more than one independent variable is called a Multiple Regression model. 
Examples: The diagram on the left is an example of Simple Non-Linear Regression while the diagram on the right is an example of Simple Linear Regression. 
[image: ]
The image below is an example of Multiple Regression Model. 
[image: Image result for multiple linear regression]
In this chapter we will solely concentrate on Simple Linear Regression Models. 
[bookmark: _GoBack]The regression model is given as  where the linear regression line that is representing the relationship between the dependent variable and the independent variable.  is the error term that represents the difference between the observed values  and the predicted values from the regression line . The error term contains the effects of other independent variables besides  that affect the value of . 
[image: ]
Population versus Sample Data
[image: ]
The population error term is given by the symbol  and the sample error/residual term is given by the symbol e.
The Least Squares Regression Line: This is the best fit line that minimizes the total sum of (squared) errors. 
[image: ]
The least squares regression line has the equation , such that the values of  and  minimize the Sum of Squared Errors (SSE). 


To find the values of  and  that minimize SSE, we use the following formulas:



image3.png
$700
$600
$500
$400
$300

Sales

$200
$100

$0
10 12 14 16 18 20 22 24 26

Temperature °C




image4.png
0

225

15

Uriversity GPA

75

35 4

3
High Sehao! GPA

60




image5.jpeg
|
| |
Yo ™
0 < o3
o o o

(uosied/siuid ‘) uondwnsuo) weald 89




image6.png
y-hat =a +bx

eror
eror





image7.png
Scatterplot and Regression Line of Weights and Heights for Population

weight

350

300

250

200

150

70

Height

Scatterplot and Regression Line of Weights and Heights for Sample

275

250

225

B

200

175

150

70 72 74 76 78 80 82 84 8

Population Linear Regression Line: y = A + Bx

Sample Linear Regression Line:y =a + bx





image8.png
Food expenditure

N
R

®

)

=)

1 1 | | 1 ~

Regression line:

o
B

Food expenditure
o B ®

20 40 60 80 100
Income

We can project several regression lines through the scatterplot data
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But the least squares regression line is the line that
minimizes the total sum of squared errors.
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And here is the same data as a Scatter Plot:

$700
$600

$500
$400 %% o

Sales

$300 LAt
$200 . e
$100

$0

10 12 14 16 18 20
Temperature °C

22

24

26




